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[bookmark: p1rectexte]Draft revised Recommendation ITU-T P.912
Subjective video quality assessment methods for recognition tasks
[bookmark: _Toc210032798][bookmark: _Toc229898973][bookmark: _Toc229899118][bookmark: _Toc231717021]1	Scope
This Recommendation defines subjective assessment methods for evaluating the quality of one-way video used for target recognition tasks. "Target" refers to something in the video that the viewer needs to identify (e.g., a face, object, or number). Target recognition video (TRV) is video that is used as a tool in order to accomplish a specific goal through the ability to recognize specific targets of interest in a video stream. TRV can be used in various video services such as surveillance, human identification, license plate identification, telemedicine, robot control, and remote monitoring and decision making.
This Recommendation considers three categories of target:
1)	Human identification (including facial recognition).
2)	Object identification.
3)	Alphanumeric identification.
Each of these areas requires specific video test material that spans realistic conditions with stimuli that are carefully chosen to allow multiple scenarios to be created repeatedly with different objects of interest, in different lighting conditions, or with small changes in scene details.
[bookmark: _Toc210032799][bookmark: _Toc229898974][bookmark: _Toc229899119][bookmark: _Toc231717022]2	References
The following ITU-T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published. The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.
[ITU-T P.910]			Recommendation ITU-T P.910 (2008), Subjective video quality assessment methods for multimedia applications.
[ITU-T P.913]			Recommendation ITU-T P.913 (2014), Methods for the subjective assessment of video quality, audio quality and audio-visual quality of Internet video and distribution quality television in any environment.
[ITU-R BT.500-1113]		Recommendation ITU-R BT.500-11 13 (20022012), Methodology for the subjective assessment of the quality of television pictures.
[bookmark: _Toc210032800][bookmark: _Toc229898975][bookmark: _Toc229899120][bookmark: _Toc231717023]3	Terms and definitions
This Recommendation defines the following terms:
3.1	discrimination class (DC): One of four levels of visual discrimination at which the target can be analysed:
•	Elements of the action – in a very broad and general sense, identification of the series of events that took place.
•	Target presence – recognition/detection of the presence or absence of valid targets.
•	Target characteristics – recognition of unique characteristics of the target (e.g., markings, scars, tattoos, dents, color).
•	Target positive recognition – recognition of a specific instance of the target (e.g., recognition of a person, a specific object, or an exact alpha-numeric sequence).
3.2	pretest: An experiment is run on a small set of subjects to determine any problem with the experiment. The experiment is redesigned based on the pretest data and then the pretest data is discarded.
3.32	scenario group (SG): A collection of scenes of the same basic scenario, with very slight differences between the scenes.

[bookmark: _Toc210032801][bookmark: _Toc229898976][bookmark: _Toc229899121][bookmark: _Toc231717024]4	Abbreviations
This Recommendation uses the following abbreviations:
ACR	Absolute Category Rating
CPD	Cycles Per Degree 
DC	Discrimination Class
SG	Scenario Group
TRV	Target Recognition Video
[bookmark: _Toc210032802][bookmark: _Toc229898977][bookmark: _Toc229899122][bookmark: _Toc231717025]5	Source signal
Test sequences should follow the general principles stated in [ITU-T P.910][ITU-T P.913] (or [ITU-T P.910] for those situations where it is more appropriate) and [b‑T1.801.01], which specify that scenes should be consistent with the transmission service under test, and should span the full range of spatial and temporal information. It is critical for the nature of these evaluations that the stimuli used actually reflect the true operational parameters of the conditions under which the video material is collected. If the stimuli used cannot actually cover the entire range of scenarios possible for the application area that one is identifying, the application description has to be explicitly limited. For example, the results should not be generalized. Unlike other subjective assessment methods developed for quality evaluations, this method is directed at the usefulness of the video material to complete a task and not the quality of the video itself.
[bookmark: _Toc210032803][bookmark: _Toc229898978][bookmark: _Toc229899123][bookmark: _Toc231717026]6	Test methods and experimental design
For video that is used to perform a specific task, it may not be appropriate to rate the quality of the video according to a subjective scale such as absolute category rating (ACR) [ITU-T P.910][ITU-T P.913] (or [ITU-T P.910] for those situations where it is more appropriate). The goal of test methods for TRV is to assess the ability of a viewer to recognize the appropriate information in the video, regardless of the viewer's perceived quality of the viewing experience. To assess the quality level of TRV, methods that reduce subjective factors and measure the ability of a participant to perform a task are useful in that they avoid ambiguity and personal preference.
The application of TRV is directly related to the ability of the user to recognize targets at increasing levels of detail. These levels are referred to as discrimination classes (DC). When determining the DC for particular scenarios, one must consider that for a set distance from the camera to the object of interest, the DC directly correlates to decreasing video resolution of the target, and therefore the object is represented by fewer cycles per degree of resolution. Fewer cycles per degree (CPD) of resolution also means that the object subtends less of the information content of the video, making identification of the target more difficult.
CPD, the key parameter, is affected by: resolution of object, and (potentially) distance between camera and object [b-Leszczuk2011]. Consequently it relates to the achievable DC.
Examples of the achievable DC are shown below. If the distance between the camera and the object is 50 m, “Target Positive Recognition” is possible; for 215 m “Target Characteristics”, but for 430 m only “Target Presence”.
[image: 11003906_875114115844818_570358687_n.jpg]

DC in testing methods for various distances between camera and object
Experimental methods should consist of responding to questions relating to the content in the image or video. The parameter addressed by the question is the target to be recognized.
[bookmark: _Toc210032804][bookmark: _Toc229898979][bookmark: _Toc229899124][bookmark: _Toc231717027]6.1	Multiple choice method
This method is appropriate for all DC levels and target categories (human, object and alphanumeric). For this method, the video is shown above a list of verbal labels representing the possible answers. After presenting the video, the viewers must choose the label closest to what they recognized in the clip. The use of fixed multiple choices eliminates any possible ambiguity that could arise from open questions, and allows for more accurate measurements. 
The number of choices offered to the viewer will depend on the number of alternative scenes being presented. The use of "Unsure" as one of the listed choices is discouraged but allowed. The experimenter should be aware that individual subjects tend to overuse the “Unsure” choice [b-Reference][b‑Green], leading to contamination of results. Consequently, special care must be taken when “Unsure” is one of the listed choices.
An example of the test screen a viewer would see is shown below.
[image: walking_gun]

[image: MC gui clipped]
[bookmark: _Toc210032805][bookmark: _Toc229898980][bookmark: _Toc229899125][bookmark: _Toc231717028]6.2	Single answer method
If there is a non-ambiguous answer to an identification question, the single answer method may be used. This method is appropriate for alphanumeric character recognition scenarios. A viewer is asked what letter(s) or number(s) was present in a specific area of the video, and the answer can be evaluated as either correct or incorrect. Alternatively, fuzzy logic may be used (e.g. Hamming distance or Levensthein distance), as seen in [b-Leszczuk2014].
Yes or No tests also fall under this method. A viewer may be asked if a certain object was present in the clip, for example. In this method, it is important to ensure that the procedure used to gather the viewers' responses is easy to understand, so that the test interface does not distract from the cognitive processing required for actual identification of the alphanumeric characters or object. Care must also be taken to avoid terminology that may differ from participant to participant. 
The use of "Unsure" as the third possible answer is discouraged but allowed. The experimenter should be aware that individual subjects tend to overuse the “Unsure” choice [b-Reference][b-Green], leading to contamination of results. Consequently, special care must be taken when “Unsure” is one of the listed choices.  
An example of an alphanumeric single answer viewer screen is shown below.
[image: license_f2]

[image: SA gui clipped]
[bookmark: _Toc210032806][bookmark: _Toc229898981][bookmark: _Toc229899126][bookmark: _Toc231717029]6.3	Timed task method
A viewer may be asked to watch for a particular action or object to be recognized in the video clip. When the viewer perceives that the target has occurred, a timer button can be pushed. In the timed task, the experimenter is able to determine if the time falls within an acceptable time‑frame for decision making. These time‑frames will be defined by the field in which the video is used, e.g., a person responding to a riot who needs to identify if the crowd has real weapons versus a person who is chasing a car and needs to read the license plate.
[bookmark: _Toc210032807][bookmark: _Toc229898982][bookmark: _Toc229899127][bookmark: _Toc231717030]6.4	Real-time vs. viewer-controlled viewing
Depending on the nature of the task, TRV test methods can be used either in real time, without the ability to freeze or rewind, or they can be used for non real-time analysis. The experiment should mimic the real world application of the video. If the intended use of the video is for analysis, the ability should be provided to the subject under test to control the playing of the test clip.
[bookmark: _Toc210032808][bookmark: _Toc229898983][bookmark: _Toc229899128][bookmark: _Toc231717031]6.5	Scenes
Since TRV is generally used to perform a recognition task, the scenes should contain targets consistent with the application under study. However, because the measurements are focused on a subject's ability to identify objects and actions, the possibility that a viewer may memorize the scene content and use other visual clues to remember the identity of the target must be addressed. Therefore, an individual scene may be replaced by a set of scenes containing multiple versions, with controlled differences between the versions. This is called a scenario group (SG). For example, the scenario could be that a person walks across the field of view carrying an object. The SG would consist of multiple shots using different objects or different people. The number of scenes in a SG should be large enough so that scene memorization is unlikely. An example of three scenes from one scenario group is shown below. The scene content is almost identical except for the single change in the object being held.
[image: camera_walking clipped]
[image: can_walking clipped]
[image: gun_walking clipped]
The content of the scenes should be determined by experts in the application for which the video will be used. These experts should identify critical tasks, critical scenes in which these tasks are accomplished and critical parameters of the scenes. These parameters will be used in the design of the experiment to create the set of multiple choice answers. The scenes should be created in a way that the parameters of interest appear in the video at the resolution that would be realistically expected; that is, the parameters should occupy a realistic percentage of the field of view.
[bookmark: _Toc210032809][bookmark: _Toc229898984][bookmark: _Toc229899129][bookmark: _Toc231717032]6.6	Experimental design
The experimenter should follow the guidelines outlined in [ITU-T P.910][ITU-T P.913] (or [ITU-T P.910] for those situations where it is more appropriate).
[bookmark: _Toc210032810][bookmark: _Toc229898985][bookmark: _Toc229899130][bookmark: _Toc231717033]6.7	Reference conditions
The experimenter should follow the guidelines outlined in [ITU-T P.910][ITU-T P.913] (or [ITU-T P.910] for those situations where it is more appropriate).
[bookmark: _Toc210032811][bookmark: _Toc229898986][bookmark: _Toc229899131][bookmark: _Toc231717034]7	Evaluation procedures
In Clouse 7 a laboratory test is describe. Description of a crowdsourcing environment is described in Appendix 1.
[bookmark: _Toc210032812][bookmark: _Toc229898987][bookmark: _Toc229899132][bookmark: _Toc231717035]7.1	Viewing and listening conditions
The experimenter should follow the guidelines outlined in [ITU-T P.910][ITU-T P.913] (or [ITU-T P.910] for those situations where it is more appropriate).
[bookmark: _Toc210032813][bookmark: _Toc229898988][bookmark: _Toc229899133][bookmark: _Toc231717036]7.2	Processing and playback system
The experimenter should follow the guidelines outlined in [ITU-T P.910][ITU-T P.913] (or [ITU-T P.910] for those situations where it is more appropriate).
[bookmark: _Toc210032814][bookmark: _Toc229898989][bookmark: _Toc229899134][bookmark: _Toc231717037]7.3	Subjects
Subjects who are experts in the application field of the TRV should be used. For certain areas of application testing, where neither specific experience nor expertise is required, it is also allowed to use non-expert subjects. Such non-experts must be motivated in other than a professional manner (for example, they will be paid). The validity of this approach is shown in [b-Leszczuk2012]. The number of subjects should follow the recommendations of [ITU-T P.910][ITU-T P.913] (or [ITU-T P.910] for those situations where it is more appropriate).
[bookmark: _Toc210032815][bookmark: _Toc229898990][bookmark: _Toc229899135][bookmark: _Toc231717038]7.4	Instructions to subjects and training session
The subject should be given the context of the task before the video clip is played, and told what they are looking for or trying to accomplish. If questions are to be answered about the content of the video, the questions should be posed before the video is shown, so that the viewer knows what the task is.
[bookmark: _Toc210032816][bookmark: _Toc229898991][bookmark: _Toc229899136][bookmark: _Toc231717039]It is safe to assume there are no easy tasks. Even something as easy as recognizing a character must be described in details. This means the instructions must clearly state what a subject must do if:
1. He cannot recognize a character
2. He has doubts
3. He can recognize some but not all characters 
The optimal training session must show all specific cases and the correct scoring behaviour (i.e., desired by the experiment design). 
Especially difficult is to define a task for specialists, for example medical doctors. In this case we strongly recommend running a pretest on a small group before running any larger experiment. A typical number of subjects for a pretest is approximately 20% of the total number of subjects. A pretest could be as small as a single person. Specialists often change the task so it fits better to the real situation typical for a particular specialist. This can vary the experiment conditions and finally harm the experiment itself. Therefore, it is very important in the pretest to clearly explanation of the task, the reason to run it, and the reasons to setup the experiment in particular way. Feedback from the pretest is used to change the experiment before running subjects. 

8	Statistical analysis and reporting of results
The first step of the analysis is subjects screening. This will eliminate subjects who did not pay attention or did not understand the task. The further statistical analyses will vary slightly depending on the scoring method.
8.1 Subject screening
This technique is optional.
In order to detect abnormal subjects, it is not enough to compare the results obtained by one subject to the average obtained in the experiment, since in a typical experiment different subjects perform different tasks (see Section 6.5). Even with careful design the tasks performed by one subject can be more difficult than the tasks performed by the average subject. An algorithm solving the problem of different task difficulty performed by different subjects was proposed in [Janowski2012].
The proposed algorithm assumes that tasks can be partially ordered. For example, let us consider an experiment where the goal is to specify detection probability as a function of the compression bitrate. The PVSs obtained for the same source and lower bitrate are likely to have less information and likely the detection is at least not easier than for a higher bitrate. Also if an object covers less pixels on a screen it will not be easier to detect. 
Based on the above assumption let us consider a list of tasks , which are ordered by difficulty. The list starts from the easiest task  to the most difficult one . If a subject did not make task  and some tasks  were correctly performed, it indicates that a subject did not pay enough attention or another problem occurred. Moreover, if a subject did not make task  and another subject correctly solved task  the error is less serious compared with situation where task  was solved correctly. Therefore, the penalty to a subject for not solving a task that was solved by other subject must be a function of the difference in the task difficulties. The final proposed equation is:

where  is 0 if the task  was performed incorrectly by subject  and 1 otherwise, and  is total number of subjects.
The above equation result is 0 if task  was performed correctly by subject . It is also 0 if all more difficult tasks were performed incorrectly by all subjects. Higher value indicates that more subjects and/or more difficult tasks were done correctly. 
The final value obtained for user  is:

where  is the total number of partially ordered groups. 
Large value of  indicates that a subject is irrelevant or the task conditions and results must be double checked. For example,  detects a subject in one experiment who confused the terms “radio” and “mobile phone.”  depends on the experiment size and the length of the partial sorted groups within the experiment therefore a threshold value cannot be specified. It must be used as an indicator for further investigation or, if no outliers are detected, proving that all subjects behave correctly and the results can be analysed further. 
Show  distribution when the results are reported.
8.2 Further statistical analysis
The statistical analysis for each method will vary slightly. 
For all conditions a correlation and understanding of the number of cycles per degree or area subtended of the target will be taken into consideration to determine the correlation between success and cycles per degree.
For cases where there are multiple answers, a statistical validity indicator will be required.
8.2.1 Multiple choice 
For multiple choice answers, the probability of an incorrect answer needs to be balanced against the ability to answer the questions correctly. The statistic metric in this situation will require an examination of the stability of the answers within and between subject performance metrics. “Unsure” answers should be pooled with the incorrect answers.
8.2.1.1 Recognition Probability as a Function
For multiple choice, estimate the probability of correct answer as a function of independent variables, like bitrate or camera quality. Probability as a function of independent variables can be calculated by logistic regression [Agresti]. Logistic regression can be found in almost all statistical packages. The main difference between logistic and linear regression is that instead of modelling the response variable (i.e. 1=correct and 0=incorrect), logistic regression models the probability that the response variable has particular value. The simplest logistic regression is given by:

Where  i.e. probability of correct answer under condition that explanatory variable is ;  and  are model parameters. 
Much more complicated parameters and explanatory variables can be considered, for example if there are two explanatory variables  and  a logit model could be:

Note that for such model both  and  must be normalized such that unit change of  is similar (i.e. has similar influence on probability) as unit change of .
If answer “Unsure” was used it is analysed in the same was as any other answer. 

8.2.1.2 Comparing Different Conditions
A function showing the probability of correct recognition as a function of specific parameters is one way of analysing multiple choice data. The second important way of analysing multiple choice data is comparing two or more different conditions. For each condition number of correct and incorrect recognitions is collected. Our goal is to determine if the observed difference is statistically significant. 
The collected data can be represented by a matrix. Assuming that we have  different conditions the matrix has form:
	Condition
	Correct
	Incorrect
	Sum

	A1
	
	
	

	A2
	
	
	

	…
	…
	…
	…

	Ak
	
	
	

	Sum
	
	
	


In order to answer the question if all conditions are statistically the same or not  test is needed[footnoteRef:1]. The test is performed by comparing the detection probability obtained for each condition with the overall detection probability. The overall detection probability is calculated as , where  and  represents number of conditions. The comparing statistics is given by [1:  Note that  test does not answer which condition is different, it only answers if all of them are the same or not. Comparing some conditions is described later in this section.] 


Commonly in experiments number of answers given for each condition, marked here by , is the same value, let us mark it . In such the case above equation has simpler form:

The obtained value is compared with  distribution with  degree of freedom. If the obtained value is greater than the value of  distribution calculated for specific significant level (typically 0.05), we have to reject hypothesis that all conditions are the same. 
After comparing many condition one can be interested in comparing some of those conditions. In this case the significant level has to be adjust correctly. Why it has to be done is explained on the example. Let us assume that 100 conditions are considered. The test shows that there is no statistical difference. Nevertheless, if we run comparing the first condition with all other conditions statistically 5 of them could be statistically significantly different. The simplest way to correct the significant level is using Bonferroni correction which formula is:

where  is corrected significant level,  is significant level used to compare the group, and  is to total number of comparisons, typically , where  is number of considered conditions. 

8.2.2 Single answer 
For single answer conditions, where the answers are correct or incorrect, a statistical metric to determine if the subject is performing above the level of chance for answering correctly should be implemented. “Unsure” answers should be pooled with the incorrect answers. 
For single answer one can analyse the correctness of the answer on different scale. The simplest scale is 0-1 correct/incorrect. The correctness threshold can be different depending on the specific analysis. Since the final results are 0-1 type the obtained results are the same as for multiple choice case and the same analytical tools must be used.
In the case where the correctness of the answer is analysed, different models can be used. It is difficult to describe all options since the answer can be very different depending on the answer type. Most probably it can be analysed by Generalized Linear Model described in [Agresti].

8.2.3 Timed task 
For the timed tasks, the statistical analysis should incorporate two metrics that will in the end be correlated against each other to understand the impact of correctness versus time taken to perform the task.
The timed factor will be a straight average of time to identify the object, that will then be weighted against the correctness of the answer. For the correctness factor, the same statistical analysis for the single answer conditions will also be applied.
For the timed tasks, the statistical analysis must incorporate time as explanatory variable. Time can be a numerical value “how long it took to finish the task in seconds” or it could be “number of replays of the movie before the decision was made.” The analysis must indicate what is the influence of time on the obtained result.
The statistical analysis for each method will vary slightly. 
Single answer
For single answer conditions, where the answers are correct or incorrect, a statistical metric to determine if the subject is performing above the level of chance for answering correctly should be implemented. "Unsure" answers should be pooled with the incorrect answers. 
Multiple choice
For multiple choice answers, the probability of an incorrect answer needs to be balanced against the ability to answer the questions correctly. The statistic metric in this situation will require an examination of the stability of the answers within and between subject performance metrics. "Unsure" answers should be pooled with the incorrect answers.
Timed task
For the timed tasks, the statistical analysis should incorporate two metrics that will in the end be correlated against each other to understand the impact of correctness versus time taken to perform the task.
The timed factor will be a straight average of time to identify the object, that will then be weighted against the correctness of the answer. For the correctness factor, the same statistical analysis for the single answer conditions will also be applied.
For all conditions a correlation and understanding of the number of cycles per degree or area subtended of the target will be taken into consideration to determine the correlation between success and cycles per degree.
For cases where there are multiple answers, a statistical validity indicator will be required.



Appendix I
Crowdsourcing Environment
1. Introduction 
One of the main problems of recognition tasks is the obvious limitation of source sequences reuse as described by clause 6.5. The best way to protect against source sequence remembering is to prevent showing the same source sequence to the same subject more than once. Nevertheless, such a solution has an obvious drawback: it requires a much larger number of subjects. For laboratory tests, it is difficult to achieve a sufficient number of subjects. A natural solution is crowdsourcing which gives an access to thousands of potential subjects at the same time. 
The advantage of accessing large number of subjects comes with a price of lack of control over the subjects and environment. This standard describes possible ways to increase the accuracy of the obtained results and is written based on the white paper where more details can be found in [b-Hossfeld].
2. Definitions
Crowdsourcing – Obtaining the needed service by a large group of people, most probably an on-line community. 
Test – following terminology presented in [b-Hossfeld] test indicates subjective assessments in a crowdsourcing environment. 
Workers - following terminology presented in [b-Hossfeld] workers are people participating in a crowdsourcing test. 
Task - following terminology presented in [b-Hossfeld] task is set of actions that an worker need to perform to complete subscribed part of the test. 
Question – a single event which requires an answer for a worker. A task contains many questions.
Campaign - following terminology presented in [b-Hossfeld] campaign is a group of similar tasks. It also contains more detail description of the part of the test which is under investigation like the workers payment. indicates subjective assessments in a crowdsourcing environment. A test can contain multiple campaigns. 
An example of using above definition is: A research question calls for a subjective experiment. It was decided to run it as a crowdsourcing test. The test goal is to answer the given question. This test can be divided to multiple campaigns, like preliminary, main, and corrected. Each campaign contains multiple questions which have to be answered. Those questions are grouped in tasks. Each task is send to a single worker but a single question can be asked in many different tasks, also some tasks can be identical, just performed by different workers. 
3. Software 
In order to be able to run crowdsource test a worker has to have access to the test environment. We advise to implement the test as a web service, which than can be easily accessed by anyone with the Internet connection. Of course other solutions, like a software or an application, can be used as well but the number of workers willing to install an additional software, comparing to number of workers willing to access a specific web page, is much smaller. Even using very specific web browser plugin can decrease the number of participants significantly.
Regardless of the test software it is important to include a feedback channel. In can help in detecting some errors or improve the test. 
4. Designing a task
The task preparation should take into account all lessons learned from any laboratory study, if such studies were conducted. We should be focused on any additional questions asked by subjects. Note that a worker cannot ask an additional question, or at least it is not an easy to do. Therefore, all problems should be solved before the task was send to the workers. 
Also the task itself has to be easy. Any question you ask should be tested against any misinterpretation. It is good idea to ask non-native speakers their opinion, since it is probable that some workers will not know English well. For the same reason use simple English in all descriptions, questions and messages presented to the workers. If possible enrich the text with pictures. For example if the task is to recognize an object it is recommended to add pictures of the object not only the written label. 
It is important that the task should be short so a single worker does not spend long time to complete it. We have to take into account that the task is performed in a home environment. A long task can be easily broken into parts by some external events like a phone call. A shorter task is more likely to be finish in a single session. Short task calls for limiting the detail description of the task. It is also in line with the simplification of the description. It is also common to collect social information, which also should be limited to the most important questions. The answering interface should be prepared in such way that filling it is fast.
The task should be short but the training session cannot be skipped. It is very important for a worker to know that this question is just a training so he can explore the interface. Since each worker supplies very few answers, it is important to ensure that none of them are lost due to misunderstanding the interface. 
Even a correctly design interface can be problematic for some works, and other workers can simply cheat and/or answer randomly. Therefore, unreliable workers have to be detected. Detecting unreliable workers should be included in the experiment design by adding specific questions. In a recognition test extending a test by adding obvious questions is a good idea. Also some repeated questions which detect random clickers are needed. An interesting idea is presented in [b-Gardlo] where an additional monitor test is used. Such a test has two advantages: the first one is detecting random clickers and the second one is detecting workers with very bad screens or lighting conditions. 
A task for a worker is similar to a typical subjective experiment for a subject. Nevertheless, the test software has to log much more information than software used in the laboratory study. In general all information which is available should be recorded. Among required parameters are: response time, browser type and version, operating system, and screen resolution. This information will be crucial for detecting unreliable workers. The most important step after a companion is finished is and before the main conclusions are taken is to clear the data of the answers given by unreliable works. You have to plan carefully and in advanced how that detection will be done. The detecting method should be based on more data than just the answers to the main research questions. You should use the logs created in the experiment design.
5. Distribution the campaign
After creating the test platform it has to be distributed among subjects. There are two main ways to advertise specific campaign. 
1. Using social media and mailing lists
a. Advantages: 
i. It is possible to get to specific group, for example policemen 
ii. Quite often it does not include additional costs
iii. Workers willing to make a task for free are most of the time honest
b. Disadvantages:
i. The mailing list or social media will generate very specific (probably bias) group of workers
ii. Since the task is not payed large number of tests will not be finished unless the test is extremely short or has involving gamification
iii. The speed of collecting the data is, most of the time, very rapid just after announcing and almost non after some time. It makes the web server stressed in suboptimal way
iv. It is difficult to predict how many answers will be collected
v. Controlling if a single person run the task only once is difficult
2. Using specific services (called crowdsource platforms) gathering people willing to make micro tasks
a. Advantages: 
i. The speed of collecting the data can be adjusted 
ii. The task is advertised constantly by the service
iii. Large number of data can be collected in a short period of time 
b. Disadvantages:
i. Some workers will use the test just to get money and their answers are random
ii. Each answer, even given by randomly answering worker, costs some money
iii. Workers are pooled from specific group of people willing to make money by making micro tasks.  

6. Data Analysis 
Even with all careful subject validation we have to assume that subjects are different. Since each sequence is validated by diverse subgroup of subjects the difference in the recognition probability can be cased only by the different subgroup of subjects not by the difference in conditions. Nevertheless, results presented in [b-Korshunov2012] shows high correlation between the results obtained in the lab environment and the crowdsource results. Such a result is possible only after removing unreliable subjects.
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Please answer clip 1 of 20
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